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IIMPLEMENTING DMA MIGRATION OF
LARGE SYSTEM MEMORY AREAS

FIELD OF THE INVENTION

The present invention relates generally to the data process-
ing field, and more particularly, relates to a method, system
and computer program product for implementing direct
memory access (DMA) migration of large system memory
areas or pages with dual write capability in a computer sys-
tem.

DESCRIPTION OF THE RELATED ART

Memory migration is the moving of memory contents from
one physical memory location to another physical memory
location. Memory migration is done for many reasons includ-
ing freeing system memory space so it can be given to another
logical partition, preparing for a concurrent maintenance
operation on the physical memory itself, rearranging pages to
allow for larger physical memory areas, and normal operating
system (OS) bookkeeping operations.

Memory migration is readily accomplished if the memory
is only accessed via the central processor unit (CPU) through
normal virtual memory techniques. However, solutions are
more difficult if the memory is also capable of being accessed
directly via (I/O) devices. In that case, something needs to be
done such that no updates to the memory by the I/O device are
lost while the contents of the memory are moved from an
original page location to the new page location.

There are two common prior solutions for memory migra-
tion. The first solution is to suspend the I/O device during the
migration process. This method has many drawbacks. The
hardware (HW) is idle during the migration process, decreas-
ing performance. HW transactions may be missed, leading to
unnecessary error recovery; for example, retries or other net-
work recovery may be required on an external fabric. These
drawbacks grow worse as the size of the page being migrated
increases. Additionally, the act of suspending an entire 1/O
chip and then successfully resuming has proven to be difficult
to implement in HW as modern /O chips have many opera-
tions proceeding in parallel.

A second prior solution is to implement what is known as
dual write capability. The HW is not suspended with this
solution. Instead, during the migration process the I/O device
writes both the current page and to the target page, with reads
targeting the current page. Once the data has been copied to
the target page, so that the pages are identical, reads and
writes are both directed to the target page. This has the advan-
tage of not requiring the HW to be suspended and reduces
impacts on external networks. This solution works well for
small page sizes.

Both types of prior solutions are limited to smaller pages,
for example, 4K pages in some products, or possibly 64K
pages in some newer products. Large 1/O page sizes, such as
1M, 16M, 256 M, 4G or larger page sizes, are still not capable
of’being migrated. The time required to copy the data from the
current page to the target page becomes prohibitively large for
such large page sizes.

Typically the memory copy is typically done in a hypervi-
sor in a computer system, and an operation of that duration in
the hypervisor can cause system disturbances. The CPU or
user applications typically need to be prevented from access-
ing the page being migrated for a long duration of time, which
could cause application disruptions.

Disadvantages of lacking capability to migrate large
memory pages are significant. For example, logical partitions
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are unable to rearrange memory for optimum usage. This may
prevent the creation of large enough physically contiguous
regions to create large pages, for example 16 MB or larger
pages, providing a negative performance impact. Lacking
capability to move memory between logical partitions may
result in sub-optimal performance, and the inability to free
enough memory to allow the creation of additional partitions.
Lacking capability to free memory also limits concurrently
repairing memory components. Partitions may be forced to
use smaller pages or pages capable of being migrated to
alleviate drawbacks from lacking capability to free memory
and to move memory between logical partitions. This also
results in a system with lower CPU and I/O performance.

A need exists for an effective mechanism for implementing
direct memory access (DMA) migration of large system
memory pages with dual write capability in a computer sys-
tem.

SUMMARY OF THE INVENTION

Principal aspects of the present invention are to provide a
method, system and computer program product for imple-
menting direct memory access (DMA) migration of large
system memory areas with dual write capability in a com-
puter system. Other important aspects of the present invention
are to provide such method, system and computer program
product substantially without negative effects and that over-
come many of the disadvantages of prior art arrangements.

In brief, a method, system and computer program product
are provided for implementing direct memory access (DMA)
migration of large system memory pages with dual write
capability in a computer system. A large page to be migrated
from a current page location to a target page location is
converted into a plurality of smaller subpages for a processor
or system page table. For the duration of the migration pro-
cess, the processor is allowed to continue to access the large
system memory page during the migration process. The page
being migrated is divided into a plurality of segments, each
segment composed of the smaller subpages, and the plurality
of'segments is maintained during the migration process, each
respective segment changes as each respective individual
subpage is migrated. CPU and [/O accesses to the large sys-
tem memory page during memory migration are directed
based upon a respective segment for the respective subpages.

In accordance with features of the invention, the CPU and
1/O accesses to respective subpages of a first segment are
directed to corresponding subpages of the target page or new
page. I/O accesses to respective subpages of a second seg-
ment use a dual write mode targeting corresponding subpages
of both the current page and the target page. CPU and 1/O
accesses to the subpages of a third segment are directed to the
corresponding subpages of the current page.

In accordance with features of the invention, the method
enables all system memory to be migrated, where a page of
any size can now be migrated.

In accordance with features of the invention, because dual
write access occurs only within a small segment of the large
system memory page being migrated, [/O bus and memory
bus efficiency are improved over conventional arrangements.

In accordance with features of the invention, a hardware
(HW) device receives the page size to be migrated, such as
4K, 64K, 1 MB, 16 MB, 256 MB, 4 GB, and the like. The HW
device receives the subpage size to be used for the migration,
such as, 64 KB. The HW device includes dual write support
enhancements to access to respective subpages of the first
segment going to corresponding subpages of the target page
or new page; to access respective subpages of the second
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segment using dual write mode targeting corresponding sub-
pages of both the current page and the target page; and to
access subpages of the third segment going to the correspond-
ing subpages of the current page.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention together with the above and other
objects and advantages may best be understood from the
following detailed description of the preferred embodiments
of the invention illustrated in the drawings, wherein:

FIG. 1 is a block diagram representation illustrating an
example system for implementing direct memory access
(DMA) migration of a large system memory page in accor-
dance with the preferred embodiment;

FIG. 2 is a flow chart illustrating exemplary operations for
implementing enhanced memory migration of a large system
memory page in accordance with the preferred embodiment;

FIG. 3 is a diagram illustrating example first, second and
third segments, each composed of the smaller subpages
together with respective CPU and I/O device actions for
implementing direct memory access (DMA) migration of a
large system memory page in accordance with the preferred
embodiment;

FIG. 4 is a diagram illustrating example 1/O and CPU page
tables for implementing direct memory access (DMA) migra-
tion of a large system memory page in accordance with the
preferred embodiments; and

FIG. 5 is a block diagram illustrating a computer program
product in accordance with the preferred embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Inthe following detailed description of embodiments of the
invention, reference is made to the accompanying drawings,
which illustrate example embodiments by which the inven-
tion may be practiced. It is to be understood that other
embodiments may be utilized and structural changes may be
made without departing from the scope of the invention.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

In accordance with features of the invention, a method,
system and computer program product are provided for
implementing direct memory access (DMA) migration of
large system memory pages with dual write capability in a
computer system.

In accordance with features of the invention, the method,
system and computer program product are fully interoperable
with prior dual write and suspend solutions. That is, a large
system page, for example, 16 MB optionally includes por-
tions mapped as 4K pages for devices implementing prior
solutions, where that large system page is being migrated.

Having reference now to the drawings, in FIG. 1, there is
shown an example computer system generally designated by
the reference character 100 for implementing direct memory
access (DMA) migration of a large system memory page in
accordance with the preferred embodiment. Computer sys-
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tem 100 includes a central processor unit (CPU) 102 coupled
to a system memory 104, such as a dynamic random access
memory (DRAM) proximate to the CPU 102. Computer sys-
tem 100 includes a dual write hardware chip 106 coupled to
the system memory 104 and coupled to an adapter 108 and an
Input/Output (I/0) chip 110 via a high speed system inter-
connect, such as, Peripheral Component Interconnect
Express (PCle) interconnect. Computer system 100 includes
a hypervisor 112 and a memory migration control program
114 of the preferred embodiment, and a plurality of operating
systems 120, #1-N. Computer system 100 implements
memory migration of a large system memory page 122 from
a current location to a target location within the system
memory 104 in accordance with the preferred embodiment.

Computer system 100 is shown in simplified form suffi-
cient for understanding the present invention. The illustrated
computer system 100 is not intended to imply architectural or
functional limitations. The present invention can be used with
various hardware implementations and systems and various
other internal hardware devices, for example, multiple main
processors.

In accordance with features of the invention, a large
memory page 122 to be migrated from a current location to a
target location is converted into a plurality of smaller sub-
pages for a processor or CPU page table. The subpage is sized
to fit the optimum page size for a current hardware dual-write
chip 106. For the duration of the migration process, the pro-
cessor is allowed to continue to access the memory page 122
during the migration process. The migrated page is divided
into first, second and third segments, each segment composed
of'the smaller subpages, such as illustrated and described with
respect to FIG. 3. The breakdown of which subpages are in
each respective segment changes as each respective indi-
vidual subpage is migrated.

In accordance with features of the invention, CPU and I/O
accesses to respective subpages of the first segment go to
corresponding subpages of the target page or new page. CPU
and I/O accesses to respective subpages of the second seg-
ment use a dual write mode targeting corresponding subpages
of both the current page and the target page. CPU and 1/O
accesses to the subpages of the third segment access the
corresponding subpages of the current page.

In accordance with features of the invention, the dual-write
hardware chip 106 receives the page size to be migrated, such
as 4K, 64K, 1 MB, 16 MB, 256 MB, 4 GB, and the like. The
dual-write hardware chip 106 receives the subpage size to be
used for the migration, such as, 64KB. The dual-write hard-
ware chip 106 includes dual write support enhancements with
the dual write hardware chip 106 configured to access to
respective subpages of the first segment going to correspond-
ing subpages of the target page or new page; to access respec-
tive subpages of the second segment using dual write mode
targeting corresponding subpages of both the current page
and the target page; and to access subpages of the third seg-
ment going to the corresponding subpages of the current
page.

Referring to FIG. 2, there are shown exemplary operations
for implementing enhanced migration of large system
memory pages in accordance with the preferred embodiment.
As indicated at a block 200, the operating system (OS), such
as OS #1, 120, a page table entry (PTE) for a large page 122
in the system page table, such as fora 1 MB, 16 MB, 256 MB
or 4 GB page 122. The OS maps the large page as a set of
subpages in the system page table, for example, 16 PTEs for
1 MB page with such as, 64 KB subpage size as indicated at
ablock 202. The OS makes a hypervisor call to start memory
migration as indicated at a block 204. The hypervisor, such as
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hypervisor 112, initializes migration hardware (HW), such as
dual write hardware chip 106, and sets the current subpage to
zero as indicated at a block 206.

As indicated at a block 208, the OS invalidates PTE for
either one subpage or multiple subpages in the system page
table and calls the hypervisor.

In accordance with features of the invention, optionally
operations are performed on multiple subpages during a
single call to the hypervisor. The number of subpages which
can be migrated during a single call to the hypervisor depends
upon the length of time to migrate a single subpage. Migrat-
ing multiple subpages during a single call to the hypervisor
reduces the overall overhead to do the migration, for example,
requiring fewer hypervisor calls, context switches, system
page table updates, and the like.

The hypervisor copies data from each current one or
optionally multiple subpages to the target subpage as indi-
cated at a block 210. Checking for a final subpage is per-
formed as indicated at a decision block 212.

As indicated at a block 214 if the final subpage is not
identified, then the hypervisor updates the current one or
optionally multiple subpages in HW. The OS changes the
subpage PTE for each completed subpage to the target or new
subpage in the system or CPU page table as indicated at a
block 216. Then the operations return to block 208 and OS
invalidates PTE for the next one subpage, or multiple sub-
pages in the system page table and calls the hypervisor and
continues as shown.

Otherwise if the final subpage is identified, then the hyper-
visor sets the [/O PTE to the target or new large page 122 and
disables migration HW as indicated at a block 218. The OS
invalidates the subpage PTEs in the system page table, and
maps the target page with a single PTE for the large page 122
as indicated at a block 220. Then the operations end as indi-
cated at a block 222.

Referring to FIG. 3, there are shown example large page
302, such as 16 MB or larger, together with a respective CPU
and I/O device action 304 and a respective segment 306
including first, second and third segments, each composed of
the smaller subpages for implementing direct memory access
(DMA) migration of a large system memory page in accor-
dance with the preferred embodiment.

As shown, a first segment 306 includes subpages already
migrated. For each of the subpages in the first segment 306,
the CPU and /O read from the target subpage and the CPU
and 1/0 write to the target subpage.

A second segment 306 includes subpages currently being
migrated. For each of the subpages in the second segment
306, optionally the CPU and I/O read from the current sub-
page and optionally the CPU and the /O dual write to the both
the current and target subpages or the /O dual write to the
both the current and target subpages. The CPU optionally is
arranged without dual write capability in the second segment
306. For example, the host OS invalidating the current sub-
page PTE at block 208 in FIG. 2 prevents the CPU form
accessing the subpage during the migration, so a dual write
CPU is not necessary.

A third segment 306 includes subpages yet to be migrated.
For each of the subpages in the third segment 306, the CPU
and I/O read from the current subpage and the CPU and /O
write to the current subpage.

In accordance with features of the invention, increased
address translation efficiency is provided for both I/O opera-
tions and CPU/memory operations, for example, translation
lookaside buffer (TLB) cache effectiveness increases, and the
like. This increases overall system performance. Second,
large pages allow for less system memory to be used as

15

30

35

40

45

55

6

overhead for managing the address translation tables because
there are fewer large pages in a given memory size than
standard pages. This leaves more memory available for appli-
cation usage, again improving overall system performance.

Referring to FIG. 4, there are shown example base inven-
tion generally designated by reference character 400 and an
optimized invention designated by reference character 450
for implementing direct memory access (DMA) migration of
alarge system memory page in accordance with the preferred
embodiment.

The base invention 400 for memory migration includes an
1/0O page table 402 and a CPU page table 404. The optimized
invention 450 for memory migration includes an /O page
table 452 and a CPU page table 454, for example, with a
current migration point at 818 MB into 4 GB page 122. Each
1/O page table 402, 452 contains only a single page table entry
(PTE) for the large page being migrated, such as the illus-
trated 4 GB PTE. The memory migration of the invention
includes CPU page table 404 includes a plurality of PTEs or
registers that act as a modifier on that 4 GB PTE.

As shown, the CPU page table 404 includes a plurality of
PTEs, each 64K PTEs # 1-65,536. As shown, the CPU page
table 454 of the optimized invention 450 includes plurality of
PTEs that act as a modifier on that 4 GB PTE of the /O page
table 452 that is updated during the memory migration so it
does not contain only the 64K subpage-sized page table
entries (PTEs). Instead CPU page table 454 contains a mix of
subpage sized PTEs and larger PTEs to map the original 4 GB
page. The base invention 400 requires 64K PTEs to map a 4
GB huge page into 64K subpages for the duration of the
migration. The optimized invention 450 requires, for
example, only about 64 PTEs for the duration of the migra-
tion. This is a substantial savings in memory requirements
and increases the effectiveness of the TLB during the migra-
tion process.

Referring now to FIG. 5, an article of manufacture or a
computer program product 500 of the invention is illustrated.
The computer program product 500 is tangibly embodied on
a non-transitory computer readable storage medium that
includes a recording medium 502, such as, a floppy disk, a
high capacity read only memory in the form of an optically
read compact disk or CD-ROM, a tape, or another similar
computer program product. Recording medium 502 stores
program means 504,506,508, and 510 on the medium 502 for
carrying out the methods for implementing migration of a
large system memory page of the preferred embodiment in
the system 100 of FIG. 1.

A sequence of program instructions or a logical assembly
of one or more interrelated modules defined by the recorded
program means 504, 506, 508, and 510, direct the computer
system 100 for implementing memory migration of a large
system memory page of the preferred embodiment.

While the present invention has been described with refer-
ence to the details of the embodiments of the invention shown
in the drawing, these details are not intended to limit the scope
of the invention as claimed in the appended claims.

What is claimed is:
1. A method for implementing memory migration of large
system memory pages in a computer system comprising:

converting a memory page to be migrated from a current
page location to a target page location into a plurality of
smaller subpages by converting the memory page to be
migrated into the plurality of smaller subpages having a
predefined size optimized for a dual write hardware
chip;
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allowing a central processor unit (CPU) and an Input/
Output (I/O) device to continue to access the memory
page during the memory migration process;

dividing the memory page into a plurality of segments,
each segment composed of the smaller subpages;

maintaining the plurality of segments during the memory
migration process, each respective segment changing
responsive to each respective individual subpage being
migrated; and

directing CPU and I/O accesses to the memory page during
memory migration based upon a respective segment for
the respective subpages.

2. The method as recited in claim 1 wherein directing CPU
and I/O accesses to the memory page during memory migra-
tion based upon a respective segment for the respective sub-
pages includes directing CPU and /O accesses to respective
subpages of a first segment to corresponding subpages of the
target page.

3. The method as recited in claim 1 wherein directing CPU
and I/O accesses to the memory page during memory migra-
tion based upon a respective segment for the respective sub-
pages includes directing I/O accesses to respective subpages
of a second segment using a dual write mode and targeting
corresponding subpages of both the current page and the
target page.

4. The method as recited in claim 1 wherein directing CPU
and I/O accesses to the memory page during memory migra-
tion based upon a respective segment for the respective sub-
pages includes directing CPU and /O accesses to respective
subpages of a third segment to the corresponding subpages of
the current page.

5. The method as recited in claim 1 wherein converting a
memory page to be migrated from a current page location to
a target page location into a plurality of smaller subpages
includes converting the large memory page to be migrated
into a set of smaller pages for a processor page table.

6. The method as recited in claim 1 wherein maintaining
the plurality of segments during the memory migration pro-
cess includes performing operations on multiple subpages
during a single call to a hypervisor.

7. The method as recited in claim 1 wherein maintaining
the plurality of segments during the memory migration pro-
cess includes changing a subpage page table entry for each
completed subpage to the target subpage.

8. The method as recited in claim 1 wherein converting a
memory page to be migrated from a current page location to
a target page location into a plurality of smaller subpages
includes updating a processor page table during the memory
migration process with a selected page table entry having a
selected larger subpage size based upon a respective segment
for the selected page table entry.

9. A system for implementing memory migration of large
system memory pages in a computer system comprising:

a system memory including a memory page to be migrated

from a current page location to a target page location;

a central processor unit (CPU) coupled to said system
memory;

an Input/Output (I/O) device coupled to said system
memory;

a dual write hardware chip;

a memory migration control computer program product
tangibly embodied on a non-transitory computer read-
able storage medium,

said memory migration control computer program product
converting a memory page to be migrated from a current
page location to a target page location into a plurality of
smaller subpages by converting the memory page to be
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migrated into the plurality of smaller subpages having a
predefined size optimized for said dual write hardware
chip; allowing said CPU and said I/O device to continue
to access the memory page during the memory migra-
tion process; dividing the memory page into a plurality
of segments, each segment composed of the smaller
subpages; maintaining the plurality of segments during
the memory migration process, each respective segment
changing responsive to each respective individual sub-
page being migrated; and directing CPU and 1/O
accesses to the memory page during memory migration
based upon a respective segment for the respective sub-
pages.

10. The system as recited in claim 9 wherein said memory
migration control computer program product directing CPU
and I/O accesses to the memory page during memory migra-
tion based upon a respective segment for the respective sub-
pages includes said memory migration control computer pro-
gram product directing CPU and I/O accesses to respective
subpages of a first segment to corresponding subpages of the
target page.

11. The system as recited in claim 9 wherein said memory
migration control computer program product directing 1/O
accesses to the memory page during memory migration based
upon a respective segment for the respective subpages
includes said memory migration control computer program
product directing CPU and 1/O accesses to respective sub-
pages of a second segment using a dual write mode and
targeting corresponding subpages of both the current page
and the target page.

12. The system as recited in claim 9 wherein said memory
migration control computer program product directing CPU
and I/O accesses to the memory page during memory migra-
tion based upon a respective segment for the respective sub-
pages includes said memory migration control computer pro-
gram product directing CPU and I/O accesses to respective
subpages of a third segment to the corresponding subpages of
the current page.

13. A computer program product for implementing
memory migration of large system memory pages in a com-
puter system, said computer program product comprising a
non-transitory machine readable medium including instruc-
tions embodied thereon, said instructions, when executed by
the computer system, cause the computer system to perform
the steps comprising:

converting a memory page to be migrated from a current

page location to a target page location into a plurality of
smaller subpages by converting the memory page to be
migrated into the plurality of smaller subpages having a
predefined size optimized for a dual write, hardware
chip;

allowing a central processor unit (CPU) and an Input/

Output (I/O) device to continue to access the memory
page during the memory migration process;
dividing the memory page into a plurality of segments,
each segment composed of the smaller subpages;

maintaining the plurality of segments during the memory
migration process, each respective segment changing
responsive to each respective individual subpage being
migrated; and

directing CPU and I/O accesses to the memory page during

memory migration based upon a respective segment for
the respective subpages.

14. The computer program product as recited in claim 13
wherein directing CPU and I/O accesses to the memory page
during memory migration based upon a respective segment
for the respective subpages includes directing CPU and 1/O
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accesses to respective subpages of a first segment to corre-
sponding subpages of the target page.

15. The computer program product as recited in claim 13
wherein directing CPU and 1/O accesses to the memory page
during memory migration based upon a respective segment
for the respective subpages includes directing CPU and 1/O
accesses to respective subpages of a second segment using a
dual write mode and targeting corresponding subpages of
both the current page and the target page.

16. The computer program product as recited in claim 13
wherein directing CPU and 1/O accesses to the memory page
during memory migration based upon a respective segment
for the respective subpages includes directing CPU and 1/O
accesses to respective subpages of a third segment to the
corresponding subpages of the current page.

17. The computer program product as recited in claim 13
wherein maintaining the plurality of segments during the
memory migration process includes performing operations
on multiple subpages during a single call to a hypervisor.

18. The computer program product as recited in claim 13
wherein converting a memory page to be migrated from a
current page location to a target page location into a plurality
of'smaller subpages includes updating a processor page table
during the memory migration process with a selected page
table entry having a selected larger subpage size based upon
a respective segment for the selected page table entry.
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